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An Hierarchical Approach to Dealing with Cirrus Clouds 
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• Cirrus component of model 

• Estimated as random effects 

• Multinomial logistic regression  

G.B. Anderson 







An Hierarchical Approach to Dealing with Cirrus Clouds 
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LAI Study Site Locations 



Best Combined (L7-L8) LAI  Model 

Blue circles are the minimum LAI and the red 

triangles are the peak LAI data. Simple ratio based 

on surface reflectance. 

Ground LAI = -0.0021 + 0.3329 SR 

R-sq = 78.7 

RMSE = 0.613 



Pilot Areas NLCD Tree Canopy Cover 

Western Study Area Southern Study Area 



y -b = mean across all tree-level predictions 

Var(𝑦 )-b = variance across tree-level 

predictions 

ẏ-b=observed value 
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Time Series Disturbance Metrics:  Shapes 
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#114  Stress  2003

Shape:vee  Year:1993  Mag:815
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#70  Harvest  2002

Shape:jump  Year:2002  Mag:1799

Dur:1  Pre:3  Post:11
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#113  Harvest  1994
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#110  Fire  1990
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1985 1990 1995 2000 2005 2010

1
0
0
0

2
0
0
0

3
0
0
0

4
0
0
0

B
5

#148  None  NA

Shape:flat  Year:0  Mag:0

Dur:0  Pre:0  Post:0

1985 1990 1995 2000 2005 2010
1
0
0
0

2
0
0
0

3
0
0
0

4
0
0
0

B
5

#81  None  NA

Shape:decr  Year:0  Mag:0

Dur:0  Pre:20  Post:20



Example EWMA Flagged Pixels 

EWMA value, zn = (1 - ʎ) zn-1 + ʎxn  
where ʎ = tuning parameter between 0 and 1 

xn = pixel value at time n and zn-1 = EWMA value at time 

n-1 



EWMACD/LCMS 

 Dynamic retraining 

functionality added 

 Code actively being 

developed and 

distributed (Creative 

Commons) 

 doi:  

10.7294/W4WD3

XHK 

Source: Brooks, E. B., Thomas, V. A., Wynne, 

R. H., Blinn, C. E., and Coulston, J. W. (2014) 

“On-the-fly massively multitemporal change 

detection using statistical quality control charts 

and Landsat data.”  IEEE Transactions on 

Geosciences and Remote Sensing, 52(6), 3316-

3332. 



EWMACD/LCMS 

 Completed 

processing for pilot 

study (six scenes, 

full TM history) 

45/30 shown 

 Accuracy 

comparable to 

other LCMS base 

learners 



● B-splines are dependent on user-defined knots and degrees 

 

 

 

 

 

 

 
 

B-spline with not enough sections.  

 

 

● Bayes Information Criterion has limitations 

○ Sample size must be much larger than the number of parameters. 

 

● Check validity of the chosen knots, degrees etc. 

Shapes 



● Assumes smoothness in the initial (training) data 

 

 

      

            

 

 

  

   

 N=2 harmonics not enough to capture the dynamics of this sawtooth data. 

 

 

● Check presence of discontinuities in the training data (and, of course, 

periodicity) 

 

 

 

Harmonic Regression 



 

 
Saxena Thesis 

Landsat pixel time series 

Algorithm A 
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continue 

processing 
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Final results = results of the winner. 

compare metrics evaluations 



Hadoop/Starchives 

 EWMACD implemented successfully on Hadoop via starchive 

architecture 









Window Regression 

Testing the 

applicability 

of WR in 

destriping 

ETM+ data 

and filling in 

cloud-

masking gaps 

Missing Truth Imputed 

Source: Brooks, E. B., Wynne, R. H., and Thomas, V. A.  

“The applicability of window regression for repairing 

Landsat ETM+ data.” 



Problem Statement: Predict L(tp) from 

available data 

High Spatial 
Resolution 
Data 
e.g., Landsat 

Coarse Spatial 
Resolution 
Data 
e.g., MODIS 

𝐿 𝑡𝑝 = 𝑓 𝑀 𝑡𝑝 , 𝐿 𝑡𝑘 , 𝑀 𝑡𝑘  
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Wavelet-based Spatiotemporal Adaptive Data 

Fusion Model (WSAD-FM) 
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MODIS 
at t≠tp  
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Preprocessing 

Preprocessing 



Red Band (STAR-FM vs. WSAD-FM) 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

227,

2000

307,

2000

339,

2000

355,

2000

13,

2001

69,

2001

85,

2001

117,

2001

261,

2001

277,

2001

293,

2001

301,

2001

317,

2001

349,

2001

56,

2002

144,

2002

160,

2002

168,

2002

216,

2002

280,

2002

328,

2002

R
2
 

DOY 

WSAD-FM

STARFM



WSAD-FM: Example 
 At tp = 147   

R2=0.8593 

Actual Landsat Red Band 

Image 

Predicted Landsat Red Band 

Image 



“Change” easy to 

find…meaningful change less so 



Are we… 

Crowd sourcing when it makes sense to do so? 

Maximizing the potential utility of the cirrus band? 

Really ready to bring algorithms to data? 

(algorithms, data & structures, architecture, …) 

Estimating spatially-specific uncertainty in our  

higher order products (static and change)? 

Maturing from our early “kids in the candy shop” 

multitemporal analyses?  

 

 


